Delay analysis of multihop wireless ad hoc network using queuing network model
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ABSTRACT
Ad hoc wireless network is a self configurable infrastructure less network. The lack of infrastructure support in ad hoc networks makes them useful in various applications such as at the disaster site, highway, vast forest, battle field, oceans, etc. Since there is no centralized control in ad hoc network, each node can act as a source, a destination or a router. Ad hoc wireless networks therefore, experience congestion more than the wired networks, leading to jitter and high end to end delays even for moderate traffic which may lead to performance degradation. So it is crucial to analyze the factors which affect the capacity and end-to-end delay in wireless ad-hoc networks. In this paper a G/G/1 queuing network model is proposed to gain insights into the end-to-end delay in a multi hop wireless ad hoc networks. Queuing network model is unique as it provides closed form expressions for average end-to-end delay in multihop wireless ad hoc networks. NS2 simulation is conducted in order to verify and compare the theoretical results.
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LITERARY SURVEY

Previous work on the capacity of wireless ad hoc networks is found in [2], [6], [7], [11], [12], and [14]-[17]. In reference paper [17] Gupta and Kumar presented the asymptotic results for static networks, in their study they have shown that per-user network capacity is $O(n^{2/3})$ and hence it vanishes as the number of users $n$ increases. They have also shown that there exists a global scheduling scheme achieving $\Omega(\sqrt{n \log n})$ for a uniform random network and random traffic pattern. It is not worthwhile that the throughput reaches zero available to each node when the number of nodes increases.

In reference paper [15] the effect of mobility on the capacity of ad-hoc wireless networks was studied, in their work the authors have developed a 2-hop relay algorithm which supports the constant per-user throughput which means that throughput does not vanish when the size of the network grows. In reference paper [16] the authors examine the ad hoc forwarding and IEEE 802.11 MAC interactions and they also examine the effect on capacity for several topologies like chain, uniform lattice, single cell and random networks. They obtained an estimate of the expressions for one-hop capacity and upper bound on per-node throughput using simulated results. The trade-offs between throughput and delay is characterized by authors in reference paper [11]. In their work they characterized the delay and throughput for static and mobile nodes in wireless networks. They have shown that for a network with static nodes the average delay and throughput are related by $D(n) = \Theta(nT(n))$, where $D(n)$ and $T(n)$ are the average end-to-end delay and throughput respectively. The size of the packet scales with throughput according to the network model [4]. Under these assumptions delay is simply proportional to the average number of hops i.e. there is no delay due to queuing. The queuing network model proposed in this paper takes into account queuing delay at the source and intermediate nodes.

Queueing networks is an effective system modeling method which is widely used in the modeling and performance analysis of various computer and communication systems. The queuing models are generally used to analyze the queuing behavior mathematically. In reference paper [13], a finite queuing model is proposed to evaluate the blocking probability of a packet and MAC queuing delays in a Basic Service Set. A queuing model is proposed and used in reference paper [8] for performance evaluation of WLAN which is based on the IEEE 802.11 MAC, in the presence of HTTP traffic. The authors modeled the service time of a node in wireless ad hoc network based on IEEE 802.11 MAC as a Markov modulated general arrival process and the resulting M/MMGI/1/K queuing model is used for analyzing the delay over a single hop in the wireless network in reference paper [9]. The queuing theoretic approach is used in reference paper [1] to calculate the maximum throughput, collision probability and mean packet delay for a four node elementary network with hidden nodes and the results are extended to linear wireless networks. The prior work [6]-[17] has not been extended to two dimensional wireless networks.

INTRODUCTION

Ad hoc wireless networks are becoming more and more popular nowadays. As Compare to the infrastructure wireless network set up, the wireless ad hoc network does not require router or a wireless base station for establishing a connection. This kind of topology is useful sometimes, especially in military applications and sensor networks. As ad hoc networks are self configurable each node can act as a sender, a receiver or a router. As a router, it can route the packet to the destination or next router in the route if necessary. Each node can buffer packets when the packets need to wait for transmission. Hence Ad hoc wireless networks experience congestion more than wired networks. Several recent studies have focused on characterizing the capacity and delay in wireless ad hoc networks. In most of these studies, there is no delay due to queuing, but if it is assumed that the packet size is constant and the packet delay is defined as time taken by a packet to reach the destination after it arrives at the source, the queuing delays would occur at the source and intermediate nodes. In this paper an analytical model based on open G/G/1 queuing networks is proposed for analyzing the average end-to-end delay in multi hop wireless ad hoc networks.

QUEUING NETWORK MODEL

Open G/G/1 queueing network model is used to model a multi hop wireless ad hoc network. G/G/1 describes a single server system where interarrival times and service times both have general distribution. The queuing network model is developed by using the network model and traffic model. The network model may be described as follows: There are $n+1$ nodes in the network which are distributed uniformly and independently over a torus of unit area. It is assumed that each node have an equal transmission range, denoted by $r(n)$. Let the distance between nodes $i$ and $j$ is denoted by $r_i$. Nodes $i$ and $j$ are known as neighbors if they can directly communicate with each other, i.e. if $r_i \leq r(n)$. Let the set of nodes that are neighbors of node $i$ is denoted by $N(i)$. Let $W$ bits per second denotes the transmission range of each node. A special case of the Protocol Model of interference [17] is used, it may be described as follows: If node $i$ transmits to node $j$ then the transmission will be successful only if

\begin{enumerate}
  \item $r_{ij} \leq r(n)$ and
  \item $r_{ij} > r(n)$
\end{enumerate}
for every other node \( k \neq i, j \) that transmits simultaneously with node \( i \).

The traffic model may be described as follows: Each node in the network could be a sender, receiver and/or relay of packets. The packet generation rate of each node is \( \lambda \) packets/s. The packet generation process is Poisson process. Each packet size is constant and it equals \( L \) bits. When a packet is received by a node from any of its neighbors, it either forwards the packet to its neighbors with probability \( (1 - p(n)) \) or absorbs the packet with probability \( p(n) \). Probability \( p(n) \) is known as \textit{absorption probability}\[2\]. The probability \( (1 - p(n)) \) is known as \textit{forwarding probability}. This traffic model is used to characterize the effect of locality of traffic on the average end-to-end delay in a multi hop wireless ad hoc network.

A multi hop wireless ad hoc network modeled as a queuing network model is shown in Fig. 1. The nodes of the ad hoc network are represented as stations of the queuing network in Fig. 1(a) and the forwarding probabilities are represented by \( P_{ij} \). Figure 1(b) shows the representation of a single node in ad hoc network as a station in queuing network model. This queuing network model is used to mathematically analyze the average end-to-end delay.

![Figure 1. Queuing network model for multi-hop wireless ad hoc network. (a) Representation of multi-hop wireless ad hoc network as a queuing network. (b) Representation of a node of multi-hop wireless ad hoc network.](image)

Parameters of the queuing network model

The important parameters of the queuing network model of multi-hop wireless networks are as follows:

The expected probability that node \( i \) forwards a packet to node \( j \), denoted by \( p_{ij} \) is given as follows
The expected visit ratio of node $i$, which is denoted by $\widehat{e}_i$, is given as follows

$$\widehat{e}_i = \frac{1}{(n+1)p(n)} \forall i.$$  

(2)

The effective packet arrival rate at node $i$, denoted by $\lambda_i$, is given by

$$\lambda_i = \lambda / p(n)$$

(3)

The detailed description of these results are presented in reference paper [2].

**DELAY ANALYSIS**

The end-to-end delay in a wireless network is equal to the sum of queuing and transmission delays at source and intermediate nodes. The queuing network model shown in Fig. 1(a) and 1(b) is used to mathematically analyze the end-to-end delay. The detailed proofs are presented in reference paper [2]. The mean and second moments of the service time of nodes are evaluated using the random access MAC model and the result or average end-to-end delay in multi-hop wireless ad hoc networks, denoted by $D(n)$ is given by

$$D(n) = \frac{\rho_i}{\lambda_i (1-\hat{\rho})}$$

(4)

Where

$$\rho_i = \lambda_i / \lambda$$, utilization factor of station $i$

$$\hat{\rho}_i = \frac{1}{1 - 4n_0(n) \lambda_i}$$

$$\hat{\rho}_i = \exp \left(-\frac{2(1-\rho_0)}{C_{2i}^2 + C_{Bi}^2} \right).$$

$C_{2i}^2$: SCV (squared coefficient of variance) of station $i$.

$C_{Bi}^2$: SCV of service time of station $i$.

Although the result obtained as above provides a closed form expression of end-to-end delay, it does not provide direct intuition into how delay scales with various network parameters. This is because of the complex dependence of utilization factor on various network parameters. In this paper it is simplified for an asymptotic case with network size tends to infinity and the packet generation rate ($\lambda$) tends to the maximum achievable per-node throughput of the network. Various approximations are used to simplify the above expressions and finally a closed form bound on the average end-to-end delay is obtained as follows:

$$\bar{D} \geq \frac{1+\alpha}{2} \frac{L}{W} \frac{\beta}{1-\hat{\rho}} \sqrt{\frac{n}{\log n}}$$

(5)

Or

$$\bar{D} = \Omega \left( \frac{\beta}{1-\hat{\rho}} \sqrt{\frac{n}{\log n}} \right)$$

(6)

where

$\bar{D}$ = average end to end packet delay.
\( \alpha = \text{constant, mean distribution of back off timer is represented as a product of packet transmission time and a constant } \alpha > 0 \) i.e. \( \frac{1}{\xi} = \alpha \frac{L}{W} \)

\( \beta = \text{constant, the packet generation rate } \lambda \text{ is represented as product of maximum achievable throughput and a constant } \beta > 0 \) i.e. \( \lambda = \beta \frac{\sqrt{n \log n}}{4\pi} \sqrt{\frac{W}{L}} \), \( \beta > 0 \)

\( n = \text{network size i.e very large (n tends to infinity).} \)

These results present more valuable insight into how delay scales with various network parameters than the result presented in equation (4). For fixed network size, the average end-to-end delay scales as \( \frac{\lambda}{\lambda_{\text{max}} n - \lambda} \) with k. For a fixed packet generation rate, the average end-to-end delay scales as \( \sqrt{n \log n} \).

**SIMULATION AND RESULTS**

The NS2 simulation is as follows. A network consists of n nodes which are distributed uniformly over 500m*500m area. On each node an exponential traffic source is attached to produce the packets of length of 1000 bytes at rate of \( \lambda \) /second. Each node chooses a random destination and the traffic is routed to the destination using DSDV routing protocol. In this network, UDP protocol is used as transport layer protocol. The IEEE 802.11 MAC and free space propagation models are used for the simulations. Table 1 shows the details of the configurations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission range (r(n))</td>
<td>30-150</td>
</tr>
<tr>
<td>Topology size</td>
<td>500X500</td>
</tr>
<tr>
<td>Number of nodes (n)</td>
<td>100-700</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>1000sec</td>
</tr>
<tr>
<td>Traffic type</td>
<td>Constant bit rate</td>
</tr>
<tr>
<td>Packet generation rate (( \lambda ))</td>
<td>0.2 – 0.8</td>
</tr>
<tr>
<td>Packet size (L)</td>
<td>1000bits</td>
</tr>
<tr>
<td>Transmission rate (W)</td>
<td>1Mbps</td>
</tr>
<tr>
<td>Routing Protocol</td>
<td>DSDV</td>
</tr>
<tr>
<td>MAC</td>
<td>802.11</td>
</tr>
<tr>
<td>Queue</td>
<td>DropTail</td>
</tr>
<tr>
<td>Propagation models</td>
<td>Freespace</td>
</tr>
</tbody>
</table>

In order to validate simulation results with the analytical results the values of the parameters of the analytical model are set such that they are comparable to that of the simulation. Fig. 2 shows the average end-to-end delay obtained from NS2 simulations as a function of number of nodes. It is observed that for higher network sizes (n) and traffic arrival rate (\( \lambda \)) the simulation results differ substantially from the theoretical results. The increased deviation with increase in traffic is due to the three reasons: i) As number of nodes (n) in the network increases, the number of nodes competing for channel increases hence increasing the chances of packet collision. As the traffic rate (\( \lambda \)) increases, the nodes attempt to transmit more often which increases the chances of collision between the packets. (ii) Due to formation of routing hotspots as a result of shortest path routing. (iii) Due to collision of data packets with routing control packets.

![Fig2. Average end to end delay vs. number of nodes for NS2 Simulations](image-url)
Fig. 3 shows the average end-to-end delay obtained from NS2 simulations as a function of packet arrival times. Here it is observed that for higher packet arrival rates and large network size the delay obtained from NS2 simulation is larger than the theoretical results. This deviation in the delay can be explained in the following manner. In shortest path routing there are many situations when some links in the network carry more traffic than the average traffic in the network. These links are known as routing hotspots. These routing hotspots become bottleneck and the packet routed through these links experience much larger delays whenever the traffic load is high. However in probabilistic routing the traffic is spread uniformly over the network and therefore the average end-to-end delay for the theoretical model increases less rapidly. Increment in the number of nodes leads to increment in the traffic which in turn leads to high delays on the bottleneck links. Another reason for the deviation in the delay is the following. As number of nodes increases, the diameter of the network increases and the packets traverses more number of hops between a sender and receiver.

![Fig 3. Average end-to-end delay vs. arrival rate for NS2 Simulations](image)

**CONCLUSION**

The purpose of delay analysis presented in this paper is to capture the effect of random access MAC and queuing delays on the average end-to-end delay of multi hop wireless ad hoc networks. The analytical model presented in this paper is simple so that it is possible to obtain closed form expressions for the average end-to-end delay. The analytical results are validated with simulation results. The NS2 simulations indicate that for higher network sizes and traffic the performance of the standard wireless protocols is worse than the predicted performance using analytical model.
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