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ABSTRACT
Extending the lifetime of the energy constrained wireless sensor networks is a crucial challenge in wireless sensor networks (WSNs) research. When designing a WSN infrastructure Resource limitations have to be taken into account. The inherent problem in WSNs is unbalanced energy consumption, characterized by multi hop routing and a many-to-one traffic pattern. This uneven energy dissipation can significantly reduce network lifetime. This paper proposes a new routing method for WSNs to extend network lifetime using a combination of a fuzzy approach and Biogeography Based Optimization (BBO) algorithm. Determine an optimal routing path from the source to the destination by favoring the highest remaining battery power, and the lowest distance (minimum number of hops) to the sink. To demonstrate the effectiveness of the proposed method in terms of balancing energy consumption and maximization of network lifetime, we compare our approach with the BBO search algorithm and fuzzy approach using the same routing criteria. Simulation results demonstrate that the network lifetime is significantly increased by employing the proposed routing method.
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1. INTRODUCTION

Sensor nodes in the large-scale data-gathering networks are generally powered by small and inexpensive batteries in expectation of surviving for a long period [1]. Each sensor node makes its decisions based on its mission, the information it currently has, knowledge of its computing, communication, and energy resources. Due to limitations in the communication range, sensor nodes transmit their sensed data through multiple hops. Each sensor node acts as a routing element for other nodes for transmitting data. Energy is therefore of utmost importance in power-constrained data-gathering sensor networks. Energy consumption should be well managed to maximize the network lifetime [2]. Unbalanced energy consumption is an inherent problem in WSNs characterized by the multi-hop routing and many-to-one traffic pattern. This uneven energy dissipation can significantly reduce network lifetime. Generally in routing algorithm, the best path is chosen for transmission of data from source to destination. Over a period of time, if the same path is chosen for all communications in order to achieve battery performance in terms of quick transmission time, then those nodes on this path will get drained fast [1, 3, 4]. In most applications of WSNs, sensor nodes are densely deployed in large areas. Once deployed, nodes can never be recharged or replaced. After depleting their energy, nodes turn to die and stop working. Since networks cannot accomplish assigned missions after nodes die. The lifetime of WSNs is a crucial parameter when evaluating the performance of routing protocols [4]. Fig. 1 shows the network partition (one part of the network may become disconnected from the destination) due to the death of some sensor nodes.

Fig 1: Network partition due to the death of certain nodes.

In traditional optimal path routing schemes over WSNs, each node selects specific nodes to relay data according to some criteria in order to maximizing network lifetime. Due to this conception, the lifetime problem in WSNs has received significant attention in the recent past.

Chang et al. in [2] proposed a shortest cost path routing algorithm for maximizing network lifetime based on link costs that reflect both the communication energy consumption rates and the residual energy levels.

The work in [5] addressed the issue of lifetime analysis and estimation for wireless sensor networks in which the sensor nodes are deployed at desired locations. Instead of trying out various probability basis, to apply an interval type-2 fuzzy logic system (FLS) for lifetime analysis and estimation in a wireless sensor network is proposed.

The authors [6] proposed a hybrid routing method for a heterogeneous WSN to prolong the lifetime of the network. The hybrid routing combines clustering and multi-hop communication methods, which are nodes placed near to sink perform a multi-hop network and nodes far away from sink perform clusters. In [7], the authors used an ant colony optimization approach to maximize the lifetime of heterogeneous WSNs. In [8] the authors presented Optimal Forwarding by Fuzzy Inference Systems (OFFIS) for flat sensor networks. The OFFIS protocol selected the best node from candidate nodes in the forwarding paths by favoring the minimum number of hops, shortest path and maximum remaining battery power, etc.

The authors in [9] presented a novel algorithm for routing analysis in WSNs utilizing a fuzzy logic at each node to determine its capability to transfer data based on its relative energy levels, distance and traffic load to maximize the lifetime of the sensor networks. Rana et al. in [10] used A-star algorithm to search optimal route from the source to destination in such a way that, there is a pre-defined minimum energy level for sensor nodes so that sensor node doesn't participate in routing if its residual energy level is below that level.

In this work, a new approach (Biogeography-Based Optimization (BBO) algorithm) for dynamic deployment problem for WSNs is proposed. We considered WSNs which combine mobile and static sensors. It is known that the BBO algorithm and its variants work well for many optimization problems [11]. The BBO algorithm was initially used on dynamic deployment for WSN. Considering the good performance of the algorithm, use of the BBO algorithm seemed an appropriate approach to enable the sensors in the network to obtain a good coverage in two dimensional space with static and mobile nodes.

From the aforementioned literatures, we note that a number of different metrics have been used to prolong the lifetime of the sensor networks. These metrics are as follows:
- **Remaining Energy (RE):** A routing protocol that uses this metric would then favor routes that have the largest total energy capacity from source to destination. In other words, nodes having greater remaining energy participate more than the nodes with limited power [4, 12, and 13]. Fig. 2 shows an example of a small sensor network, where a source node wishes to transmit a packet to a destination node. The numbers inside the nodes indicate the remaining energy capacity of corresponding nodes. In this example, a routing protocol could select path A-D-F since it has the largest total capacity (i.e. 12).

- **Minimum Hop (MH):** The basic idea behind this metric is that using the shortest path will result in low end-to-end delays and low resource consumptions, since the smallest number of forwarding nodes will be involved [9, 12, and 13]. In Fig. 2 a routing protocol, under this criterion, could select the path B-E which has the minimum hop (i.e. 3).

Fig. 2. Routing options in a small WSN using different metrics.

In this paper, the proposed method seeks to investigate the problems of balancing energy consumption and maximizing network lifetime for WSNs. We propose a new approach by combining Fuzzy approach and Biogeography Based Optimization algorithm by selected the select the optimal routing path from source to destination by considering the above criteria (Remaining Energy and Minimum Hop) and balancing between them to lengthen the lifetime of the sensor network as much as possible.

The rest of this paper is organized as follows. In Section 2, the paper describes a brief background of Fuzzy approach and Biogeography Based Optimization algorithm. The routing model for the proposed routing method is presented in Section 3. Performance evaluation is presented in Section 4. Finally, conclusion and discussion are presented in Section 5.

### 2. FUZZY APPROACH AND BIOGEOGRAPHY BASED OPTIMIZATION ALGORITHM.

#### 2.1 Fuzzy Approach

The concept of fuzzy logic was introduced by Zadeh in the mid-1960s [14] as an extension of the concept of an ordinary fuzzy set. Since then, its applications have rapidly expanded in adaptive control systems and system identification. It has the advantages of easy implementation, robustness, and ability to approximate to any nonlinear mapping [15]. In fuzzy systems, the dynamic behavior of a system is characterized by a set of linguistic fuzzy rules based on the knowledge of a human expert. These rules are the heart of a fuzzy system and may be provided by experts or can be extracted from numerical data. In either case, the rules that we are interested in can be expressed as a collection of IF-THEN statements (IF antecedents THEN consequents). Antecedents and consequents of a fuzzy rule form the fuzzy input space and fuzzy output space respectively are defined by combinations of fuzzy sets. Considering a fuzzy system with p inputs and one output with M rules, then the Lth rule has the form [16]:

\[ R_L : \text{IF} \ x_1 \text{is} \ F_{1L} \text{and} \ldots \text{and} \ x_p \text{is} \ F_{pL} \text{THEN} \ y \text{is} \ G_L \text{where} \ F_{1L} \ldots F_{pL} \text{and} G_L \]

Where \( F_{1L} \ldots F_{pL} \) and \( G_L \) denote the linguistic variables defined by fuzzy sets and \( L = 1 \ldots M \).

Fig. 3, and fig.4, shows the typical structure of a fuzzy system. It consists of four components namely; fuzzification, rule base, inference engine and defuzzification [14].
The processes of making crisp inputs are mapped to their fuzzy representation in the process called fuzzification. This involves application of membership functions such as triangular, trapezoidal, Gaussian etc. The inference engine process maps fuzzified inputs to the rule base to produce a fuzzy output. A consequent of the rule and its membership to the output sets are determined here. The defuzzification process converts the output of a fuzzy rule into crisp outputs by one of defuzzification strategies [17].

### 2.2 Biogeography-Based Optimization algorithm

The Biogeography-Based Optimization (BBO) algorithm developed by Simon in 2008[18]. The basic premise of this theory is that the rate of change in the number of species on an island critically depends on the balance between the immigration of new species onto the island and the emigration of established species. The BBO algorithm operates in a population of individuals called habitats (or islands). Each habitat represents a possible solution to the problem in hand. The fitness of each habitat is determined by its habitat suitability index (HSI), which is a metric that determines the goodness of a candidate node solution, and each habitat feature is called a suitability index variable (SIV). Good solutions may have a larger number of species, which represents a habitat with a low HSI, than do poor solutions. The immigration rate \( \lambda \) and the emigration rate \( \mu \) of each habitat are used to probabilistically share information between habitats. These parameters are affected by the number of species \( S \) in a habitat. Maximum immigration rate \( I \) occur when the habitat is empty and
decreases as more species are added and maximum emigration rate \( E \) occurs when all possible species \( S_{\text{max}} \) are present in the habitat. The immigration and emigration rates when there are \( S \) species in the habitat are shown in fig 5:

![Fig5. Illustration of candidate nodes solutions to some problem](image)

In fig4. The candidate nodes solutions represent as \( S_1 \) represent a low HSI solution, while \( S_2 \) represent a high HSI solution. So, in same figure\( S_1 \) represent a habitat with only a few species, while \( S_2 \) represents a habitat with many species. The immigration rate \( \lambda \) for \( S_1 \) will, therefore, be higher than the immigration rate \( \lambda_2 \) for \( S_2 \). The emigration rate \( \mu_1 \) for \( S_1 \) will be lower than the emigration rate \( \mu_2 \) for \( S_2 \). In BBO, \( \lambda_i \) is the probability that a given independent variable in the \( i \)-th candidate solution will be replaced; that is, \( \lambda_i \) is the immigration probability of \( x_i \). If an independent variable is to be replaced, then the emigrating candidate solution is chosen with a probability that is proportional to the emigration probability \( \mu_i \). This probability value is usually performed using roulette wheel selection for emigration [18].

\[
P (x_i) = \frac{\mu_i}{\sum_{n=1}^{N} \mu_n} \quad (1)
\]

For \( i = 1, \ldots, N \), where \( N \) is the number of candidate solution in the population.

3. PROPOSED ROUTING METHOD

In this paper, the topology of a WSN is modeled as a directed graph \( G (N, A) \), where \( N \) is the set of nodes, and \( A \) is the set of direct links between the nodes. A sink node is responsible for collecting data from all other nodes within its transmission range [19]. The routing schedule is computed by the base station. It calculates optimal routing schedule and broadcasts it. Every node follows this schedule. The process of finding the optimal path, and broadcasting it in the network and sending data from all nodes to the base station by following this routing schedule is repeated in every round. Computation of routing schedule is done dynamically with the consideration of current level of some criteria of each node. For this, normally it may require the nodes to report their criteria periodically to the base station. The base station can then determine the routing schedule based on this updated information. The proposed method assumes that:

- All sensor nodes are randomly distributed in the area and every sensor node is assumed to know its own position as well as that of its neighbors and the sink.

- All sensor nodes have the same maximum transmission range and the same amount of initial energy.

One of the important measures of WSN is the network lifetime. For the proposed model, whenever any sensor node runs out of energy, communication links between various sensor nodes and the base station will break. This is considered as the end of the network lifetime. Since the lifetime of each sensor node depends on energy consumption, it is important to preserve residual energy of these nodes in such a way that overall network lifetime is extended. The primary goal of this paper is to design a protocol that will prolong the lifetime of the WSNs through limiting energy cost as well as equal distribution of energy consumption. To achieve this, we make use of both the Fuzzy approach and BBO algorithm. This method uses the process consists of two parts.

3.1 Implementation of Fuzzy Approach

In this Section, we focus on describing the major goal of fuzzy approach in proposed protocol. Fuzzy approach is used to calculate the value of the fitness function \( fit(s) \) of node \( s \) that depends on the remaining energy \( RE(s) \) and the distance \( D(s) \) to the Sink. Fig.6 shows the proposed method uses five membership functions for each input \( RE(s) \), normalize \( D(s) \) and one output variable \( fit(s) \), with universal of discourse \([0…10], [0…1], \) and \([0…1] \) respectively. For the fuzzy approach, the fuzzified values are processed by the inference engine, which consists of a rule base and various methods to inference the rules. Table I shows the IF–THEN rules used in the proposed method, with a total number of \( 5^2 = 25 \) for the
fuzzy rule base. As an example, IF $RE(s)$ is Very High and $D(s)$ is Very Near THEN $Fit(s)$ is Very Good. All these rules are processed in a parallel manner by a fuzzy inference engine.

![Fig. 6.Membership graph for the inputs (remaining energy and distance to sink) and the output (Fitness value).](image)

Table I IF-THEN Rules

<table>
<thead>
<tr>
<th>$RE(s)$</th>
<th>$D(s)$</th>
<th>V. Low</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
<th>V. High</th>
</tr>
</thead>
<tbody>
<tr>
<td>V. Near</td>
<td>Normal</td>
<td>Good</td>
<td>Good</td>
<td>V. Good</td>
<td>V. Good</td>
<td></td>
</tr>
<tr>
<td>Near</td>
<td>Bad</td>
<td>Normal</td>
<td>Good</td>
<td>V. Good</td>
<td>V. Good</td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>V. Bad</td>
<td>Bad</td>
<td>Normal</td>
<td>Good</td>
<td>Good</td>
<td></td>
</tr>
<tr>
<td>Far</td>
<td>V. Bad</td>
<td>V. Bad</td>
<td>Bad</td>
<td>Normal</td>
<td>Normal</td>
<td></td>
</tr>
<tr>
<td>V. Far</td>
<td>V. Bad</td>
<td>V. Bad</td>
<td>Bad</td>
<td>Bad</td>
<td>Bad</td>
<td></td>
</tr>
</tbody>
</table>
The defuzzification finds a single crisp output value from the solution fuzzy space. This value represents the fitness function value of node cost \( s \). Practice defuzzification is done using centre-of-gravity method [20] given by:

\[
\text{fit}(s) = \frac{\left( \sum_{k=1}^{n} U_k \times c_k \right)}{\sum_{k=1}^{n} U_k}
\]  

(2)

Where \( U_k \) is the output of rule base \( k \), and \( c_k \) is the center of the output membership function.

### 3.2 Implementation of BBO Algorithm

Unbalanced energy consumption is an inherent problem in WSNs characterized by the multi-hop routing and many-to-one traffic pattern. This uneven energy dissipation can significantly reduce network lifetime. Generally, in routing algorithm, the best path is chosen for transmission of data from source to destination. Over a period, if the same path is chosen for all communications to achieve battery performance in terms of quick transmission time, then those nodes on this path will drain fast. In this paper, we therefore exploit the BBO algorithm to find the optimal routing path for WSNs. This algorithm seeks to investigate the problems of balancing energy consumption and maximization of network lifetime. BBO seeks to find the optimal routing path from the source basic node to the sink. It selects the best node from candidate nodes (neighbors) in the forwarding paths in favoring the highest remaining energy for each node and the short distance (minimum number of hops) to sink. BBO algorithm considers a tree structure in terms of \( (S, F) \), where \( S \) is the set of candidate solution nodes in the forwarding path and \( F \) is the fitness function, which assigns a fitness value \( f(s) \) to each candidate solution node \( s \in S \).

The fitness value \( f(s) \) is determined depending on the remaining energy of node \( s \) and the distance from node \( s \) to the sink. The tree node is explored on the basis of its fitness value. Where the candidate solution node that has the highest remaining energy and the lowest distance to the sink will be selected as the best node in the forwarding path to the sink. The fitness function \( f(s) \) we used is given as follows:

\[
f(s) = \alpha \times \text{RE}(s) + \frac{1}{\beta \times D(s)}
\]  

(3)

Where \( \text{RE}(s) \) is the remaining energy for node \( s \), \( D(s) \) is the distance from node \( s \) (minimum number of hops) to the destination, and \( \alpha, \beta \) are constant values \( (\alpha = 0.1 \text{ and } \beta = 0.16) \). The candidate nodes in BBO algorithm are selected as the next hops (neighbors) of the source where each employed is nominated to one of these nodes because each employed represents to a candidate node in the following path. All employed compute the fitness functions of their nodes and share this information. According to the equation (2), the evaluates the information taken from all employed and chooses a best node with highest probability \( P \) related to its probability value given by the following [18]:

\[
P(s_i) = \frac{\text{fit}(s_i)}{\sum_{j=1}^{N} \text{fit}(s_j)}
\]  

(4)

Where \( P(s_i) \) is the probability value for node \( s_i \), \( \text{fit}(s_i) \) is the fitness value of the node \( s_i \), and \( N \) is the number of candidate solution nodes. The flow chart of the proposed method BBO - Fuzzy is shown in Fig. 7.

### 4. PERFORMANCE EVALUATION

To demonstrate the effectiveness of the proposed method in terms of balancing energy consumption and maximizing network lifetime, the method is compared with BBO algorithm and with Fuzzy approach. All these three methods use the same routing criteria namely, the remaining energy, and the minimum hop in selecting the optimal path from the source node to the sink node. Fig. 7 shows the flow chart of the proposed method that is a combination of Fuzzy approach and BBO algorithm to find optimal routing path from start node to the sink node.
Node $s$ detects even

Node $s$ inside Sink’s range

Send the packet to the Sink

Fuzzy approach to calculate the fitness value [0...1]

Determine $n$ neighbor nodes of node $s$; where all neighbors within the range of $s$

Assign the neighbor nodes to $n$; where each $n$ nominates to one neighbor node

Use Fuzzy approach to calculate the fitness function values for $n$

Share the fitness function values with next node of $n$

Let: $RE(s)$ is the Remaining Energy, $D(s)$ is the normalize Distance to Sink.

Fuzzification: Calculate the fuzzy input values by mapping the $RE(s)$, and $D(s)$ values to corresponding fuzzy sets

Inference Engine: Calculate the fuzzy output values by mapping the fuzzy inputs to the fires rule base

Defuzzification: Calculate the fitness function value $fit(s)$ of $s$ node by (2)

Calculate the $f(s)$ by (3)

$F(s) = \alpha * RE(s) + \frac{1}{1+\beta*D(s)}$

Evaluate the probability values for all next nodes of $n$ by (4)

Optimization algorithm search to get best candidate node solution, which highest probability value, as a next node.

Fig. 7. Flow chart of the proposed algorithm.
4.1 Simulation Setup

The simulations are carried out in MATLAB. 100 sensor nodes are randomly deployed in a 100m×100m field with sensed transmission limit of 30m. A data sink node is located at (90m, 90m). All sensor nodes have the same initial energy of 0.5J. The proposed method uses the first order radio model that is largely used in the area of routing protocol evaluation in WSN [21]. According to this model, transmission and receiving costs are characterized by the expressions. The transmission and receiving costs are characterized by the expressions respectively.

\[ E_n T(k) = E_{elec} k + E_{amp} k d^2 \]

and

\[ E_n R(k) = E_{elec} k \]

Where \( k \) is the number of bit per packet, \( d \) is the distance from the sender node to the receiver node, \( E_{elec} \) and \( E_{amp} \) are per bit energy dissipation in transmitting or receiving circuitry and energy required per bit per meter square for the amplifier to achieve acceptable signal to noise ratio (SNR) respectively. Simulations are done using the values 50 nJ/bit and 100 pJ/bit/m² for \( E_{elec} \) and \( E_{amp} \), respectively. Table 2 present the systems parameters in details.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topographical Area (meters)</td>
<td>100 m × 100 m</td>
</tr>
<tr>
<td>Sink location (meters)</td>
<td>(90, 90)</td>
</tr>
<tr>
<td>Number of modes</td>
<td>100</td>
</tr>
<tr>
<td>Limit of transmission distance (meters)</td>
<td>30 m</td>
</tr>
<tr>
<td>Initial energy of node</td>
<td>0.5J</td>
</tr>
<tr>
<td>( E_{elec} )</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>( E_{amp} )</td>
<td>100 pJ/bit/m²</td>
</tr>
<tr>
<td>Packet data size</td>
<td>2k bit</td>
</tr>
<tr>
<td>Number of transmission packets</td>
<td>( 2 \times 10^4 )</td>
</tr>
</tbody>
</table>

4.2 Simulation Result

The number of alive nodes as a function of rounds by using different approaches is shown in Fig. 8.

![Number of alive nodes as a function of rounds](image_url)

**Fig8. Number of alive nodes as a function of rounds based on different approaches (BBO, Fuzzy and proposed)**

The different duration of time corresponding to the first dead node computed using three different approaches is listed in Table 3. From Fig.8 and Table 3, it is clear that, using the proposed method the lifetime of a WSN is longer than the lifetimes of a WSN using BBO algorithm or fuzzy approach.
Table 3: Number of rounds with the first dead node.

<table>
<thead>
<tr>
<th>Approaches</th>
<th>BBO</th>
<th>Fuzzy</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifetime of the first dead node (Rounds)</td>
<td>1384</td>
<td>2373</td>
<td>6781</td>
</tr>
</tbody>
</table>

Fig. 9 shows the average remaining energy of a WSN as a function of transmission rounds for the three approaches. As the round number increases, the proposed method performs better than both BBO algorithm and Fuzzy approach. This indicates that, better energy balance in a WSN is achieved by the proposed method.

![Fig9. Average network remaining energy as a function of transmission round.](image)

5. CONCLUSION

Resource limitations have to be taken into account when designing a WSN infrastructure. Energy is one of the most critical resources for WSNs. Most of works in the literatures about WSN routing have emphasized energy savings as an important optimization goal. However, where nodes operate in WSNs on limited battery energy efficient utilization of the energy is very important. The lifetime network is highly related to the route selection, this is one of the main characteristics of these networks. Unbalanced energy consumption is an inherent problem in a WSN. To efficiently route data through transmission path from node to node and to prolong the overall lifetime of the network, we proposed a new algorithm by using a combination of both Fuzzy approach and BBO algorithm. The new method is capable of selecting optimal routing path from the source node to the sink by favoring highest remaining energy and minimum number of hops. The performance of this method is evaluated and compared with other two methods under the same criteria. Simulation results demonstrate the effectiveness of the new approach with regards to enhancement of the lifetime of wireless sensor networks with randomly scattered nodes.
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